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SUMMARY

3D chromatin structure is critical for the regulation of gene expression during development. Here we used

Micro-C assays at 100-bp resolution to map genome organization in Drosophila melanogaster throughout

the first half of embryogenesis. These high-resolution contact maps reveal fine-scale features such as loops

and boundaries delineating topologically associating domains. Notably, we observe that 3D chromatin struc-

tures form prior to zygotic genome activation and persist during successive mitotic cycles. Integrative anal-

ysis with 149 public chromatin immunoprecipitation sequencing (ChIP-seq) datasets identifies four classes

of chromatin structuring elements, including a distinct group enriched for GAGA-associated factor (GAF) and

Zelda binding, associated with developmental-gene regulation. These elements are mitotically retained and

exhibit sequence and structure similarity between D. melanogaster and D. virilis. We propose that 3D chro-

matin organization in the pre-cellular embryo facilitates deployment of developmentally regulated genes dur-

ing Drosophila embryogenesis.

INTRODUCTION

The packaging of DNA into chromatin is a unifying feature of eu-

karyotic genomes,1,2 and 3D chromatin structures play critical

roles in a variety of cellular processes, including transcription

and cell division.3 In metazoans such as flies and humans, inter-

phase chromatin structure is hierarchically organized at multiple

scales.2 At the highest level, different chromosomes are orga-

nized in distinct territories within the nucleus4 and separated

into extended A and B chromatin compartments.5–7 Chromatin

is further organized into contiguous self-interacting regions

known as topologically associating domains (TADs), demar-

cated by TAD boundaries defined by strong local insulation.8 In

addition to TADs, chromatin can form long-range loops within

TADs or spanning distant TADs.9–14 Loops appear as distinct

foci in contact-frequency maps.9–12 These structures are critical

for transcriptional regulation, and facilitate a number of key reg-

ulatory mechanisms, including enhancer-promoter contacts and

Polycomb repression.12,15–17 Perturbing these structures can

trigger disease by dysregulating gene expression.18–20

In vertebrates, the formation of loops and TADs is thought to

depend largely on loop extrusion, a process where elongating

cohesin complexes are halted by convergently oriented

CCCTC-binding factor (CTCF) pairs.2,21–23 CTCF has also been

implicated in boundary formation in Drosophila where it appears

to interact with BEAF-32 and CP190.24–29 However, although

mammals employ CTCF for formation of most TADs and loops,

Drosophila instead relies on a diverse set of insulators and loop-

ing factors such as GAGA-associated factor (GAF), Polycomb

repressive complex 1 (PRC1), CTCF, BEAF-32, and CP190,

each with locus-specific roles.10,11,30–33 Understanding the

grammar and syntax of fine-scale chromatin structures, such

as loops and TADs, and the factors that control their formation,

is critical for elucidating mechanisms of gene regulation.

Drosophila embryogenesis is a particularly relevant system for

studying the relationship between chromatin architecture and

gene regulation since Drosophila embryos must precisely

pattern gene expression and perform rapid cell divisions. In

particular, zygotic genome activation (ZGA)—the point at which

the embryo begins independent transcription of mRNA—is a

hallmark of early embryogenesis and a dramatic shift in gene

regulation.34 It is thought that chromatin structure is essentially

disordered in Drosophila up to nuclear cycle (nc) 8, with a gradual

emergence of structure throughout minor ZGA (nc9–13)11,35–37

and rapid changes in structure at nc14 (the major wave of

ZGA),37,38 broadly matching observations in humans and

mice.34,39–42 However, previous studies of pre-ZGA chromatin

structures relied on the Hi-C assay, which can be resolution
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limited by restriction-enzyme cutting sites and is less effective at

recovering fine-scale chromatin structures than Micro-C.43,44

Additionally, chromatin structure has never been profiled in

mitotic nuclei, raising the question of how chromatin structure

is maintained across multiple rapid cell cycles. To further explore

the role of chromatin-structure dynamics in Drosophila embryo-

genesis, we used Micro-C43 to map chromatin dynamics across

embryogenesis at single-nucleosome resolution.

High-resolution Micro-C identified hundreds of novel

boundaries and loops, which we used to quantitatively mea-

sure the gradual refinement of chromatin structure during

embryogenesis. Contrary to previous results, we identified

an extensive degree of chromatin structure, including both

loops and boundaries, prior to ZGA. These structures, which

emerged as early as nuclear cycles 1–8, persisted through

mitosis into ZGA and later stages of embryonic development.

Leveraging 149 published chromatin immunoprecipitation

sequencing (ChIP-seq) tracks, we identified four distinct clas-

ses of chromatin-structuring elements (CSEs). Transcription-

ally active CSEs could be categorized into housekeeping

and developmental-associated groups, each with distinct

structural properties and transcription factor (TF)-binding

profiles.45 Notably, development-associated boundaries ex-

hibited heightened structural similarity in Drosophila virilis,

which may indicate a conserved role for their associated chro-

matin regulators.

Together, these results shed light on the dynamic positioning

of CSEs prior to ZGA and suggest that evolutionarily conserved

regulatory elements form poised chromatin contacts in both pre-

ZGA and mitotic embryos to support the rapid deployment of

chromatin contacts and establishment of functional gene regula-

tion during ZGA.

RESULTS

Micro-C provides an unparalleled view of embryonic

chromatin structure

We sought to exploit the improved resolution of Micro-C to study

chromatin structure during Drosophila embryogenesis, with a

specific focus on nc1–8 (pre-ZGA), nc14 (ZGA), and stages 10–

12 (s10–12; post-gastrula germband stages) (Figure 1A;

Table S1). In total, we obtained two biological replicates with

two technical replicates for each stage (Figure S1A; Table S1).

These data exhibited high resolution (Figure S1B; Table S1),

reproducibility (Figures S1A and S1C), and fine-scale chromatin

structures exceeding those of traditional Hi-C protocols

(Figures 1A, 1B, and S1B). To identify these features genome-

wide, we called loops and boundaries across all developmental

stages. After merging these calls into a cross-developmental

atlas (Figure S1D), we identified a total of 3,673 boundaries

and 1,029 loops (Table S2), a sizable increase (e.g., 3.91× as

many boundaries) compared to published Hi-C datasets from

similar stages.10,11,13,16,37 Thus we generated reproducible

high-quality 3D maps at an unprecedented coverage and resolu-

tion for these three stages of Drosophila embryogenesis.

We sought to compare genomic regions that form loops and

serve as insulators. The majority of loop anchors (57.3%) over-

lapped boundaries in our atlas (Figure 1C). Of the remaining

loop anchors, most (71.98%) still overlapped ‘‘weak’’ bound-

aries that were not included in our atlas (STAR Methods). We

identified far more (2.3-fold more) boundaries than loop an-

chors, and most (75.22%) did not overlap loop anchors.

Notably, loop anchors that did not overlap boundaries typically

fell into regions that were relatively distant from enhancers and

promoters (STAR Methods). Of the boundaries in our atlas, the

ones overlapping loop anchors were slightly but significantly

stronger than the rest (Figure S1E). These observations suggest

that boundary formation frequently occurs in the absence of

loop formation in Drosophila. This is consistent with prior

studies46,47 suggesting that boundaries may form through

different means than loops.

In sum, our replicated high-quality Micro-C data provide an un-

precedented view of chromatin organization during Drosophila

development.

Chromatin organization forms before ZGA

Published Hi-C datasets have uncovered little in the way of chro-

matin structure in pre-ZGA embryos, with most showing a near-

uniform distribution of chromatin contacts and early structures

emerging around nc12.11,35–37,48 In contrast, our Micro-C data

from nc1–8 embryos suggested a high degree of chromatin or-

ganization even in the earliest stages of embryogenesis,

including definitive boundaries and loops as early as nc1–8

(Figure 1A). Furthermore, we have observed such pre-ZGA

structures in previously published Hi-C data using aggregate

pileup analysis of the features identified in our data

(Figures S1F and S1G). We therefore conclude that high-resolu-

tion Micro-C maps identified reproducible pre-ZGA chromo-

somal structures.

We next asked whether these pre-ZGA structures were related

to boundaries and loops seen at later stages of embryogenesis.

Specifically, we quantified the observed strengths of loops and

boundaries over time: the boundary strength being the degree

to which a boundary inhibits spanning contacts, and the loop

strength corresponding to the focal intensity in the contact-fre-

quency matrix. Genome-wide boundary and loop strength ap-

peared to increase significantly at each stage (Figures 1D and

1E). Boundary strength in pre-ZGA embryos was largely lower

than in nc14 or s10–12, as ∼90% of boundaries increased sub-

stantially in strength (LFC > 0.4) across either comparison

(Figures S2A and S2B). The dynamics of loop formation were

generally consistent with the dynamics of boundary formation.

Between nc14 and s10–12, loops mostly increased (n = 378) in

strength (Figures S2C, S2D, and S3A). Between nc1–8 and

s10–12, loops mostly increased in strength (n = 501 up; n = 24

down; Figures 1E, S2D, and S3B). Of the 24 loops with stronger

contact in nc1–8 than in s10–12, the loops were still present in

either s10–12 or nc14 (Figures S2D and S3C). Between nc1–8

and nc14, loops exhibited both increases (n = 283) and de-

creases (n = 159) in relative strength, suggesting dynamic regu-

lation of loops at ZGA (Figures S2D and S3D–S3F). In sum, loops

and boundaries present in nc1–8 persisted through develop-

mental time.

Overall, this analysis identifies significant chromosomal

boundaries and loops in pre-ZGA embryos and their relationship

with structures observed at later developmental stages.
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Figure 1. Micro-C uncovers chromatin structures with unparalleled resolution

(A) Micro-C contact-frequency maps surrounding the gene ftz. Contact-frequency maps for nc1–8 (top), nc14 (middle), and s10–12 (bottom) are shown alongside

ChIP-seq tracks.

(B) Side-by-side comparison of Hi-C and Micro-C contact-frequency maps at the abd-A locus. The Micro-C data from this publication (upper triangle) are from

nc14 embryos. The Hi-C data (Ogiyama et al.,11 lower triangle) were collected from late nc14 embryos. The greater number of orange contact points to the right of

the diagonal reflect more frequent contacts discovered/measured with Micro-C.

(C) The overlap between loop anchors and boundaries.

(D) Boxplot summary of boundary strengths in each embryonic stage. *p < 0.001, Bonferroni-corrected two-sided Wilcoxon signed-rank test, n = 3,673.

(E) Differential Hi-C signal between embryonic stages at loops (INC, increasing; DEC, decreasing; NS, not significant; see STAR Methods for details). The number

of loops with significantly increasing, decreasing, or not significantly different strength are specified for each pairwise comparison.
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Figure 2. Joint clustering of 149 ChIP-seq datasets at chromatin boundaries and loop anchors defines four distinct classes of CSEs

(A) Schematic of the approach. The compendium of ChIP-seq data for various factors across biological contexts was collected and uniformly preprocessed. Loop

anchors and boundaries were aggregated into an atlas of CSEs. The CSEs were clustered based on the vector of ChIP-seq signal across the compendium.

(B) Column-normalized heatmap of ChIP-seq signal at each CSE in the atlas. We visualized only ChIP-seq datasets that were significantly enriched and with a log

fold change of at least two for at least one cluster relative to all other elements.

(C) Bar plots showing the structural composition of each CSE cluster. Enrichment was tested with a Bonferroni-corrected two-sided Fisher’s exact test.

(D) Bar plots of loop anchor partnering preferences for each cluster of CSEs. Enrichment was tested with a Bonferroni-corrected two-sided Fisher’s exact test.

(legend continued on next page)
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Integration of Micro-C and ChIP-seq datasets defines

four classes of CSEs

We next sought to determine which regulatory factors might un-

derlie the formation of boundaries and loops and how different

combinations of factors might give rise to unique structural prop-

erties and regulatory functions. To that end, we created a unified

atlas of CSEs that combined both boundaries and loop anchors

(STAR Methods; Figure S1D). We overlaid this atlas with 149

ChIP-seq datasets from varied biological contexts (Figures 2A

and S4A; Table S3; STAR Methods). Of these datasets, 65%

were from pre-ZGA, ZGA, or post-ZGA time points directly rele-

vant to the time points profiled with Micro-C. Although many of

the TFs in our atlas are bound to both CSEs and non-CSEs, we

found a number of factors whose strongest peaks were enriched

for CSE binding. Specifically, out of the strongest 10% of CTCF

peaks, nearly 60% intersected boundaries, as opposed to just

8% of all CTCF peaks (Figure S4B). Likewise, at least 70% of

the strongest peaks for BEAF-32, Pc, and DNA replication-

related element factor (DREF) intersected CSEs (Figure S4B).

Interestingly, only 14% of the strongest GAF peaks intersected

CSEs. These results suggest that CTCF, BEAF-32, Pc, and

DREF operate primarily at CSEs, with a broad correspondence

between insulator occupancy and insulation function.49 In

contrast, GAF may perform additional functions at other sites,

such as GA-rich heterochromatic regions.49–52

CSEs were further classified based on their epigenomic pat-

terns. We formed a vector of normalized ChIP-seq signal across

the compendium for each CSE and then clustered such vectors

for all CSEs using the Leiden algorithm53 (Table S2; STAR

Methods). We identified four clusters of CSEs associated with

different combinations of regulatory factors (Figure 2B): (cluster

0) distal elements (34% of all CSEs); (1) CTCF-mediated insula-

tors (13%); (2) promoter-proximal elements (43%); and (3) devel-

opmental elements (9%). The explanations for these functional

characterizations of the clusters are provided below.

Cluster 1 CSEs were associated with the classic insulator pro-

teins CTCF and CP190 (Figure 2B) and were composed almost

entirely of boundaries, including those that overlapped loop an-

chors (Figure 2C). Boundaries from cluster 1 were also the stron-

gest at s10–12 and weaker at nc1–8 (Figures S5A–S5C). They did

not exhibit strong differences between ZGA and s10–12,54

consistent with the apparent dispensability of CTCF for the

majority of chromatin architecture during embryogenesis

(Figure S2).29,55 We suggest that cluster 1 CSEs serve a gen-

eral-purpose architectural role in Drosophila but are not essential

for transcriptional regulation during early embryogenesis.

The promoter-proximal elements of cluster 2 comprised the

largest cluster of CSEs. They were associated with BEAF-32

(Figure 2B) and almost always coincided with boundaries

(Figure 2C). The few loops that were formed primarily linked pro-

moters (Figure S5D). Cluster 2 boundaries were particularly strong

in post-nc1–8 stages, suggesting that they functioned as insula-

tors during and after ZGA (Figures S2A–S2C and S5A–S5C).

The developmental elements of cluster 3 showed an associa-

tion with PRC1 members and developmental pioneer factors

such as GAF and Zld (Figure 2B). Consistent with the idea that

GAF associates with tethering elements,16,52,56,57 we noted

that CSEs in cluster 3 frequently formed loops and exhibited a

strong preference to pair with other cluster 3 loop anchors

(Figures 2C and 2D). These loops occurred over shorter genomic

distances than other clusters (Figure S5E) and were especially

strong during nc14 compared to all other loops (Figure S5F).

These elements also frequently overlapped enhancers and sites

of active transcription (Figure 2E). 28% of genes overlapping

cluster 3 loop anchors intersected with the previously curated

list of genes associated with localized developmental patterning,

compared to <6% for all other clusters, confirming the associa-

tion between cluster 3 CSEs and critical developmentally asso-

ciated patterning genes (Figure 2F).12 Cluster 3 boundaries

were also frequently neighbored by other cluster 3 boundaries,

consistent with enriched interaction and looping between these

sites (Figure S5G). Altogether, this analysis suggests that cluster

3 CSEs facilitate enhancer-driven transcriptional regulation dur-

ing ZGA and are likely to correspond to recently identified teth-

ering elements that mediate enhancer-promoter and promoter-

promoter interactions of developmental patterning genes.16

Unlike clusters 1, 2, and 3, cluster 0 was not obviously associ-

ated with specific transcription factors, and was only marginally

associated with H3K27me3 and H3 (Figure 2B). Cluster 0 CSEs

generally coincided with loop anchors, including those that over-

lapped boundaries (Figure 2C), but they rarely occur near sites of

transcription (e.g., genes, enhancers) (Figure 2D). The function of

cluster 0 CSEs remains uncertain.

In summary, our high-resolution Micro-C analysis coupled

with analysis of a compendium of publicly available ChIP-seq

datasets enabled a comprehensive characterization of distinct

classes of chromosomal structural elements. Nearly 10% of

these CSEs, those comprising cluster 3, appear to play an

outsized role in the regulation of gene expression during ZGA,

as we discuss below.

Cluster 2 elements are associated with BEAF-32 and the

regulation of housekeeping genes

Clusters 1 and 2 were composed almost entirely of boundaries

and exhibited binding of classic insulator factors, particularly

CTCF and CP190.28 They were also associated with Pita and

Su(Hw), which have been shown to interact with CP190.58,59 In

keeping with previous work showing a division between BEAF-

32 and CP190 boundaries,29 we observed that cluster 2 CSEs

had an elevated level of ChIP-seq signal for the known and

conserved insulator BEAF-32.60 We also noted that CSEs in

cluster 2 were often located at traditional sites of transcription

such as enhancers or transcription start sites (TSSs), whereas

cluster 1 CSEs were depleted of overlap with enhancers relative

to other CSEs (Figure 2D). Both clusters were associated

with 3′ UTRs, where they presumably insulate genes from

(E) Bar plots showing the cluster-wise percentage of CSEs within 1 kb of a given annotation. Enrichment was tested with a Bonferroni-corrected two-sided

Fisher’s exact test.

(F) Bar plot of the cluster-wise fraction of genes within 1 kb of a CSE, which have been annotated as having localized patterning during embryogenesis (patterning

gene list taken from Levo et al.12). Enrichment was tested with a Bonferroni-corrected two-sided Fisher’s exact test.
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downstream elements.25,61 Although both cluster 2 and cluster 3

CSEs were enriched for RNA polymerase II (Figure 3A), cluster 2

boundaries were exclusively enriched for common markers of

active transcription such as H3K4me3, H3K27ac, and

H3K9ac62 (Figures 3A and2B). We also noted an enrichment

for Cap-H2 condensin subunit at cluster 2 CSEs—another ca-

nonical marker of promoter-proximal insulators63—and elevated

levels of ChIP-seq signal for Chro, Dref, and Pzg, which have

previously been shown to co-localize and physically interact

with BEAF-32.64,65

Based on the molecular differences between cluster 2 and clus-

ter 3 boundaries, we hypothesized that the two clusters might be

associated with distinct patterns of transcriptional regulation. Pre-

vious reports have suggested that BEAF-32 is enriched at the pro-

moters of housekeeping genes.46,68 Indeed, 37% of cluster 2

boundaries overlapped housekeeping genes such as SppL and

Pxd, compared to 5% for cluster 3 CSEs (Figures 3B and 3C),

and Gene Ontology (GO) term enrichment analysis of CSE-flank-

ing genes confirmed that cluster 2-associated genes were en-

riched for housekeeping functions (e.g., mitosis, translation)

(Figure 3D; STAR Methods). In contrast, cluster 3 CSEs were

more closely associated with developmental processes that var-

ied over the course of embryogenesis (e.g., regulation of neuro-

genesis) (Figure 3D; STAR Methods). We also observed that the

genes in cluster 3 CSEs rose sharply in expression at ZGA and

steadily tapered off during the remainder of embryogenesis, while

those flanking CSEs in cluster 2 showed relatively high levels of

expression throughout development (Figure 3E). Together, these

results indicate that cluster 2 CSEs were associated with insula-

tion for housekeeping genes, whereas cluster 3 CSEs were asso-

ciated with temporal coordination of developmentally associated

gene-expression programs.

Cluster 3 elements are shared between D. virilis and

D. melanogaster

To explore the role of cluster 3 CSEs, we further examined their

molecular features. Zld and GAF are TFs that are typically found

in developmental enhancers and have been linked to a multitude

of regulatory functions in embryogenesis and particularly at

ZGA.11,32,37,50,69–71 Cluster 3 was strongly associated with

both Zld and GAF (Figures 4A, S6A, and S6B) and showed a

spike of chromatin accessibility just prior to ZGA (Figures 4B

and S6C). In addition, cluster 3 loops were frequently differential

in contact frequency between nc14 and other stages, suggesting

that these loops are tightly regulated during ZGA (Figure S6D).

Together, these results point to an important role of cluster 3 el-

ements at ZGA.

Given the conserved roles of Zld73 and potentially GAF,74,75

we hypothesized that cluster 3 CSEs associated with these fac-

tors may have a conserved function in other drosophilids. To that

end, we performed Micro-C on D. virilis embryos and identified

CSEs shared with D. melanogaster (STAR Methods). Indeed, a

significant fraction of cluster 3 CSEs shared similar sequence

and 3D structure between D. virilis and D. melanogaster

(Figures 4C and 4D). This was in contrast to cluster 0 boundaries,

which were enriched for sequence similarity but not structure

similarity. Thus, cluster 3 CSEs associated with developmental

regulatory elements exhibited the highest levels of similarity of

both sequence and structure among all chromosomal structural

elements.

Next, we examined the PhyloP27 evolutionary conservation

scores at individual motifs overlapping accessible peaks.

PhyloP27 scores are derived from a multiple sequence alignment

of 27 insect species.76,77 We found a significant correlation

(r = 0.34) between the average conservation score of a motif in

CSEs and its relative frequency of being found in loop anchors

rather than boundary CSEs (Figure 4E). Developmentally associ-

ated motifs such as GAF and Zld were among the highest-

conserved motifs, with GAF also being one of the most enriched

in loops (Figure 4E). Therefore, we speculated that the tendency

for cluster 3 CSEs to form loops that regulate critical develop-

mental processes, perhaps mediated by GAF motifs, may explain

their increased sequence and function conservation. Altogether,

cluster 3 CSEs show a pattern of sequence and structure conser-

vation in accordance with their unique developmental functions.

Nucleosomal positioning reveals unique roles of GAF,

Zelda, and BEAF-32

Since Micro-C employs the MNase enzyme for cutting, Micro-C

data can be analyzed for nucleosomal footprints.43,78,79 In mam-

mals, CTCF is known for both phasing nucleosomes as well as

forming boundaries.78 Therefore, we sought to understand

how nucleosomal positioning relates to looping and boundary

formation in Drosophila. We found that CSEs were broadly

depleted of nucleosomes, consistent with their high accessibility

(Figures 5A and 4B). Intriguingly, cluster 3 CSEs showed only a

modest depletion of MNase signal despite being the most

accessible cluster of CSEs (Figures 5A and 4B). Examining loop-

ing and non-looping CSEs separately revealed that loop anchor

CSEs in cluster 0 and cluster 3 displayed a peak in MNase

coverage, suggestive of a TF footprint, whereas boundary

CSEs were depleted of nucleosome coverage (Figures 4B and

S7A). For cluster 3, the difference in MNase coverage was

nc14 specific (Figure S7B). We confirmed that this footprint

was due to TF binding, since no footprint was observed when

examining H3 ChIP-seq (Figure S7C).

We hypothesized that differential binding and footprinting of

ZGA-specific factors could explain the differences in MNase

coverage between loops and boundaries in cluster 3. Indeed,

boundary cluster 3 CSEs showed stronger binding by the

pioneer factor Zld than looping cluster 3 CSEs, and Zld peak

strength correlated with depletion of MNase coverage in nc14

(Figures S7D and S7E). Together, these results suggested that

Zld displaces nucleosomes to help establish nc14-specific clus-

ter 3 boundaries. In contrast, cluster 3 loop anchors showed

stronger binding by an array of factors including GAF, Pc, and

Mod(mdg4) (Figure S7D). This high level of combinatorial protein

binding may confer the observed MNase footprint and would be

consistent with previous studies describing a large ∼1,000-kDa

multiprotein complex at certain tethering elements.14,80,81

Next, we examined nucleosomal positioning at TSSs. TSSs

with high levels of RNA polymerase II binding showed well-posi-

tioned nucleosome arrays, consistent with previous studies.82–84

Even stronger positioning was observed at TSSs bound by

BEAF-32 (Figure 5B). In contrast, the strongest GAF-bound

TSSs showed poor positioning of nucleosomes and low levels
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A B

C

D

E

Figure 3. A distinct class of boundaries associated with early activation of housekeeping and cell-cycle genes

(A) Heatmaps showing H3K4me3 (0–4 h) and RNA Polymerase II (2–3 h) ChIP-seq signal at boundaries in each CSE cluster. Each row of the heatmap represents

ChIP-seq signal centered at a CSE. Rows in each cluster are sorted by mean signal in the center 3.2 kb.

(B) Fraction of all housekeeping genes within 1 kb of a CSE of each cluster. (***p < 1e− 4, Fisher’s exact test).

(C) Genome Browser view of the SppL locus. Micro-C contact-frequency maps from nc1–8 (top), nc14 (middle), and s10–12 (bottom) are shown alongside ChIP-

seq data. SppL and Lnk are linked to housekeeping functions such as proteolysis and core metabolic processes.66,67

(D) Non-redundant biological process GO terms that were significantly enriched among the set of genes flanking (≤5 kb) CSEs.

(E) Temporal trends in the normalized expression levels (±SEM) of genes flanking (≤500 bp) CSEs in each cluster. The mean normalized expression is plotted.
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of H3K27ac despite high levels of RNA Pol2 binding, indicative of

paused polymerases (Figure 5C).85 Similar to the cluster 3 CSEs,

we observed a strong MNase footprint directly upstream of the

TSS, overlapping the GAF-binding site.86–88 These TSSs

included genes with known tethering elements such as beat-Ia

and side-IV, as well as patterning genes such as engrailed and

Krüppel. These TSSs were also enriched for cluster 3 CSEs

(Figure S7F), and the corresponding genes were expressed at

higher levels at later time points (Figure S7G). Therefore, we sug-

gest that GAF binds directly upstream of the TSSs to facilitate

pausing of Pol2 at the promoter. Abrogation of Pol2 pausing,

perhaps through regulation by distal elements, could then enable

rapid and temporal coordination of developmental-associated

gene expression. These results reveal the broad diversity of

functions by cluster 3 factors such as Zld and GAF, ranging

from Zld-mediated insulation to GAF-mediated Pol2 pausing.

In sum, nucleosomal analysis using high-resolution Micro-C

data reveals important patterns of transcription factor-driven

regulation in the Drosophila embryogenesis.

GAF is associated with mitotic chromatin structures

preceding ZGA

A GAF-associated MNase footprint was also observed in nc1–8

embryos, suggesting that GAF can bind even in prezygotic em-

bryos undergoing rapid cell divisions (Figure S7H). Although

chromatin dynamics during interphase differ radically from other

A C

D

E

B

Figure 4. Regulatory elements associated with zygotic expression exhibit similarity of both sequence and structure

(A) Heatmaps showing Zld (nc12–14) and GAF (2–4 h) ChIP-seq signal at all CSEs in each cluster. Each row of the heatmap represents ChIP-seq signal centered at

a CSE. Rows in each cluster are sorted by mean signal in the center 3.2 kb.

(B) Chromatin accessibility at CSEs as measured by ATAC-seq.69 Accessibility is recorded in 3-min intervals from the beginning of nc11 to the end of nc13.

(C) Bar plots showing the cluster-wise similarity of CSEs in D. virilis. Enrichment was tested with a Bonferroni-corrected two-sided Fisher’s exact test.

(D) Aligned multi-genome view of Micro-C contact-frequency maps for a locus D. melanogaster (top), which exhibits conserved structure in D. virilis (bottom).

Note that LOC6622731 and LOC6622717 are orthologs of trh and klar, respectively.72 The light gray bands between the two views indicate conserved sequences

identified with lastz (STAR Methods).

(E) Scatterplot between motif looping frequency (fraction of motif instances in CSEs that overlap looping CSEs) and motif conservation (average PhyloP27 over all

motif instances in ATAC-seq peaks in CSEs). r, Pearson correlation.
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phases of the cell cycle,89 a number of chromatin regulators

remain localized to chromatin during mitosis,71,90–92 and recent

work has implicated GAF as a mitotic bookmark conferring tran-

scriptional memory.50,71 Thus, we sought to determine whether

CSEs and their associated structures are preserved during

mitosis. To do this, we performed Micro-C sequencing of mitotic

embryos at nc12 (nc12M), and compared these with a second set

of interphase embryos from nc14 (nc14v2) (Figures 6A and S8A).

Consistent with previous work,37 mitotic embryos exhibited a

perturbed interaction-frequency decay curve with significant

enrichment for long-range contacts beyond 150 kb

(Figure S8B). Although large-scale organization is significantly

altered in these embryos, we noticed a surprising degree of

fine-scale structure (Figures S8A, S8C, and S8D). This is consis-

tent with extensive work suggesting that the local structure of

mitotic chromosomes is carefully regulated and structured

despite a reduction in long-range loops.9,93,94 In comparison to

the other clusters, boundary strength at cluster 3 was preferen-

tially preserved in mitotic embryos, although cluster 3 loops

were weakened (Figures 6B, 6C, and S8E). ChIP-seq signal for

several proteins implicated in developmental expression regula-

tion such as GAF, Zld, and Opa was associated with boundaries

that showed the smallest change in strength between the nc12M

and nc14v2 stages (Figure 6D), and the GAF, Zld and Dref motif

analysis at boundaries showed consistent results (Figure S8F).

Next, we leveraged published GAF ChIP-seq data in mitotic em-

bryos to determine whether mitotically retained GAF binding sites

associated with stronger nc12M insulation.71 Compared to inter-

phase-only GAF-binding sites, mitotic GAF-binding sites were

enriched for binding at CSEs, preferentially localized to cluster

3 CSEs, and showed no change in insulation score in nc12M

(Figures 6E, S8G, and S8H). Combined with the known role of

GAF as a stable mitotic bookmark conferring transcriptional

memory,71 the correspondence between mitotic GAF binding

and mitotically stable boundaries suggests that GAF may main-

tain these structures during mitosis (Figures 6D and 6E).

DISCUSSION

Using systematic analysis of the reproducible high-resolution

Micro-C data, we identified and comprehensively characterized

thousands of fine-scale CSEs present as early as at nuclear cycles

A C

B

Figure 5. Nucleosomal analysis reveals distinct patterns of TF regulation

(A) MNase coverage at nc14 for all CSE clusters.

(B) MNase coverage for all TSSs, sorted by Pol2 (left), BEAF-32 (middle), or GAF (right) binding strength at the TSS. Clusters represent top 5%, 5%–10%, 10%–

40%, and bottom 60% TSSs as ordered by the binding strength.

(C) MNase coverage or ChIP-seq data plotted around the TSSs with the top 5% of BEAF-32 or GAF binding. Outline represents ±1 SEM.
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1–8 in Drosophila embryogenesis. These early chromatin struc-

tures persisted in mitosis and were continuously refined over the

course of development, with a pronounced gain in organization

at ZGA. Our observations are reproduced, in aggregate, in pub-

lished data, and are consistent with results from orthogonal

approaches—such as computational 3D modeling or oligo-

paint35,36—which have identified 3D structure as early as nc11.

Early studies of Drosophila chromatin architecture suggested

that most chromatin structures emerged concurrently with gene

activation during the minor and major waves of ZGA.37,48 How-

ever, chromatin structures were largely preserved in the pres-

ence of transcription inhibition and did not vary in a tissue-spe-

cific manner, despite differences in gene expression between

those tissues.37,48 Together, these results suggested that tran-

scription itself was not responsible for the onset of chromatin ar-

chitecture, raising the question of how a rapid, global, and coor-

dinated development occurs within the short time span of ZGA.

Our work raises one possible answer: that chromatin structures

are poised in the prezygotic embryo and preserved through

mitosis to enable their rapid and faithful deployment during ZGA.

Through computational integration of diverse ChIP-seq data-

sets, we identified four distinct classes of CSEs that are present

in the early embryo. These four classes of CSEs are associated

with different regulatory factors and exhibit distinct characteris-

tics, including genomic distribution and enrichment of genes

associated with distinct biological processes. Our work extends

early descriptions of active boundary clusters bound by combina-

tions of CP190, CTCF, and BEAF-32.95 Instead, we find that tran-

scriptionally active boundaries are primarily bound by BEAF-32

and distinct from CTCF/CP190-associated boundaries.

A

E

B

DC

Figure 6. Developmental chromosomal structural elements are stably maintained throughout early mitoses

(A) Experimental method used to isolate mitotic embryos for the nc12 mitotic sample and the new nc14 sample.

(B) Boxplot summary of mitotic stability for CSEs separated by cluster. We excluded boundaries missing in nc1–8, nc12M, s10–12, or either of the nc14 samples.

All pairwise comparisons of clusters were significant except where noted otherwise (Bonferroni-corrected two-sided Mann-Whitney U test; see supplemental

table).

(C) Genome Browser view of the robo2 locus. Micro-C contact-frequency maps from the nc12M (top) and nc14v2 (bottom) samples are shown alongside ChIP-

seq data.

(D) Spearman’s rank correlation between mitotic stability of boundaries and their signal in embryonic ChIP-seq datasets. Significant negative and positive

correlations are colored blue and red, respectively (Table S2).

(E) Insulation in nc14v2 or nc12M at mitotically retained GAF binding sites (left) or interphase-only GAF binding sites (right) taken from Bellec et al..71 Outline

represents ±1 SEM. Statistical significance (***p < 1e− 4; *p < 0.05) was tested using a Wilcoxon signed-rank test for insulation at the central value (corresponding

to the CSE).
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Of our structural elements, the developmentally linked cluster

3 loops and boundaries were particularly stable across early

mitotic cycles preceding ZGA. GAF binding in particular was

found to be associated with mitotic structures, consistent with

its role as a bookmark.71 In addition, CSEs in cluster 3 were pref-

erentially preserved—in both sequence and structure—in

D. virilis compared to other CSEs. We therefore speculate that

these regulatory elements are evolutionarily conserved mitotic

bookmarks conferring timely establishment of chromatin struc-

ture and developmental-gene-expression programs.71 We sug-

gest that the precocious formation and retention of cluster 3 reg-

ulatory loops, possibly by GAF, may provide a 3D ‘‘pre-pattern’’

for the deployment of patterning genes during and after nc14.

Limitations of the study

Follow-up studies will be necessary to understand the changes

in chromatin organization that occur during fertilization. This is

necessary to understand the full continuum of chromatin struc-

tures in Drosophila and how they may be inherited from parental

genomes, as well as contributions of parental macromolecules in

establishing chromatin state in the embryo. While we did analyze

a large number of ChIP-seq datasets for this study, additional

datasets and continual improvements in ChIP-seq and related

methods for assaying TF binding genome-wide will enable

more complete characterization of the CSE cluster-specific

regulation. Given the cell-cycle-dependent manner of chro-

matin-structure regulation, it may also be of interest to study

whether mitotic kinases that target chromatin-regulating factors

may modulate the establishment and dynamics of the chromatin

structures identified in this work.96
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M., Scharfe, M., Jarek, M., Bartkuhn, M., and Renkawitz, R. (2014). A

functional insulator screen identifies NURF and dREAM components to

be required for enhancer-blocking. PLoS One 9, e107765.

65. Melnikova, L.S., Molodina, V.V., Kostyuchenko, M.V., Georgiev, P.G.,

and Golovnin, A.K. (2021). The BEAF-32 Protein Directly Interacts with

Z4/putzig and Chriz/Chromator Proteins in Drosophila melanogaster.

Dokl. Biochem. Biophys. 498, 184–189.

66. Narayanan, S., Sato, T., and Wolfe, M.S. (2007). A C-terminal region of

signal peptide peptidase defines a functional domain for intramembrane

aspartic protease catalysis. J. Biol. Chem. 282, 20172–20179.

67. Slack, C., Werz, C., Wieser, D., Alic, N., Foley, A., Stocker, H., Withers, D.

J., Thornton, J.M., Hafen, E., and Partridge, L. (2010). Regulation of life-

span, metabolism, and stress responses by the Drosophila SH2B pro-

tein, Lnk. PLoS Genet. 6, e1000881.

68. Herman, N., Kadener, S., and Shifman, S. (2022). The chromatin factor

ROW cooperates with BEAF-32 in regulating long-range inducible genes.

EMBO Rep. 23, e54720.

69. Blythe, S.A., and Wieschaus, E.F. (2016). Establishment and mainte-

nance of heritable chromatin structure during early Drosophila embryo-

genesis. eLife 5, e20148. https://doi.org/10.7554/eLife.20148.

70. Duan, J., Rieder, L., Colonnetta, M.M., Huang, A., Mckenney, M., Wat-

ters, S., Deshpande, G., Jordan, W., Fawzi, N., and Larschan, E.

(2021). CLAMP and Zelda function together to promote Drosophila

Please cite this article in press as: Dolsten et al., 3D chromatin structures precede genome activation in Drosophila embryogenesis, Cell Genomics

(2025), https://doi.org/10.1016/j.xgen.2025.101002

Cell Genomics 5, 101002, November 12, 2025 13

Resource
ll

OPEN ACCESS

http://refhub.elsevier.com/S2666-979X(25)00258-7/sref36
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref36
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref36
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref36
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref36
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref37
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref37
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref37
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref38
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref38
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref38
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref38
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref39
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref39
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref39
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref39
https://doi.org/10.1038/s41586-019-1812-0
https://doi.org/10.1038/s41586-019-1812-0
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref41
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref41
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref41
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref41
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref42
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref42
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref42
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref43
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref43
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref43
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref44
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref44
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref44
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref44
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref45
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref45
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref45
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref45
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref46
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref46
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref46
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref46
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref47
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref47
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref48
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref48
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref48
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref48
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref49
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref49
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref49
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref49
https://doi.org/10.7554/eLife.66668
https://doi.org/10.7554/eLife.66668
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref51
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref51
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref51
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref52
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref52
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref52
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref53
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref53
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref54
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref54
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref54
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref54
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref55
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref55
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref55
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref56
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref56
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref57
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref57
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref57
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref58
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref58
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref58
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref58
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref58
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref59
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref59
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref59
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref60
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref60
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref60
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref61
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref61
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref61
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref61
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref61
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref62
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref62
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref62
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref62
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref63
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref63
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref63
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref63
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref64
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref64
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref64
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref64
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref65
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref65
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref65
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref65
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref94
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref94
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref94
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref95
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref95
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref95
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref95
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref66
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref66
http://refhub.elsevier.com/S2666-979X(25)00258-7/sref66
https://doi.org/10.7554/eLife.20148


zygotic genome activation. eLife 10, e69937. https://doi.org/10.7554/eL-

ife.69937.

71. Bellec, M., Dufourt, J., Hunt, G., Lenden-Hasse, H., Trullo, A., Zine El Aa-

bidine, A., Lamarque, M., Gaskill, M.M., Faure-Gautron, H., Mannervik,

M., et al. (2022). The control of transcriptional memory by stable mitotic

bookmarking. Nat. Commun. 13, 1176.

72. Kuznetsov, D., Tegenfeldt, F., Manni, M., Seppey, M., Berkeley, M., Kri-

ventseva, E.V., and Zdobnov, E.M. (2023). OrthoDB v11: annotation of

orthologs in the widest sampling of organismal diversity. Nucleic Acids

Res. 51, D445–D451.

73. Hamm, D.C., Bondra, E.R., and Harrison, M.M. (2015). Transcriptional

activation is a conserved feature of the early embryonic factor Zelda

that requires a cluster of four zinc fingers for DNA binding and a low-

complexity activation domain. J. Biol. Chem. 290, 3508–3518.

74. Petrascheck, M., Escher, D., Mahmoudi, T., Verrijzer, C.P., Schaffner,

W., and Barberis, A. (2005). DNA looping induced by a transcriptional

enhancer in vivo. Nucleic Acids Res. 33, 3743–3750.

75. Matharu, N.K., Yadav, S., Kumar, M., and Mishra, R.K. (2021). Role of

vertebrate GAGA associated factor (vGAF) in early development of ze-

brafish. Cells Dev. 166, 203682.

76. Siepel, A., Bejerano, G., Pedersen, J.S., Hinrichs, A.S., Hou, M., Rose-

nbloom, K., Clawson, H., Spieth, J., Hillier, L.W., Richards, S., et al.

(2005). Evolutionarily conserved elements in vertebrate, insect, worm,

and yeast genomes. Genome Res. 15, 1034–1050.

77. Pollard, K.S., Hubisz, M.J., Rosenbloom, K.R., and Siepel, A. (2010).

Detection of nonneutral substitution rates on mammalian phylogenies.

Genome Res. 20, 110–121.

78. Krietenstein, N., Abraham, S., Venev, S.V., Abdennur, N., Gibcus, J.,

Hsieh, T.-H.S., Parsi, K.M., Yang, L., Maehr, R., Mirny, L.A., et al.

(2020). Ultrastructural Details of Mammalian Chromosome Architecture.

Mol. Cell 78, 554–565.e7.

79. Hsieh, T.-H.S., Cattoglio, C., Slobodyanyuk, E., Hansen, A.S., Rando, O.

J., Tjian, R., and Darzacq, X. (2020). Resolving the 3D Landscape of

Transcription-Linked Mammalian Chromatin Folding. Mol. Cell 78, 539–

553.e8.

80. Wolle, D., Cleard, F., Aoki, T., Deshpande, G., Schedl, P., and Karch, F.

(2015). Functional Requirements for Fab-7 Boundary Activity in the Bi-

thorax Complex. Mol. Cell Biol. 35, 3739–3752.

81. Kyrchanova, O., Ibragimov, A., Postika, N., Georgiev, P., and Schedl, P.

(2023). Boundary bypass activity in the region of the bithorax complex is

position dependent and regulated. Open Biol. 13, 230035.

82. Mavrich, T.N., Jiang, C., Ioshikhes, I.P., Li, X., Venters, B.J., Zanton, S.J.,

Tomsho, L.P., Qi, J., Glaser, R.L., Schuster, S.C., et al. (2008). Nucleo-

some organization in the Drosophila genome. Nature 453, 358–362.

83. Baldi, S., Jain, D.S., Harpprecht, L., Zabel, A., Scheibe, M., Butter, F.,

Straub, T., and Becker, P.B. (2018). Genome-wide Rules of Nucleosome

Phasing in Drosophila. Mol. Cell 72, 661–672.e4.

84. Chereji, R.V., Bryson, T.D., and Henikoff, S. (2019). Quantitative MNase-

seq accurately maps nucleosome occupancy levels. Genome Biol.

20, 198.

85. Tullius, T.W., Isaac, R.S., Dubocanin, D., Ranchalis, J., Churchman, L.S.,

and Stergachis, A.B. (2024). RNA polymerases reshape chromatin archi-

tecture and couple transcription on individual fibers. Mol. Cell 84, 3209–

3222.e5.

86. Li, J., and Gilmour, D.S. (2013). Distinct mechanisms of transcriptional

pausing orchestrated by GAGA factor and M1BP, a novel transcription

factor. EMBO J. 32, 1829–1841.

87. Dollinger, R., and Gilmour, D.S. (2021). Regulation of Promoter Proximal

Pausing of RNA Polymerase II in Metazoans. J. Mol. Biol. 433, 166897.

88. Chen, K., Johnston, J., Shao, W., Meier, S., Staber, C., and Zeitlinger, J.

(2013). A global change in RNA polymerase II pausing during the

Drosophila midblastula transition. eLife 2, e00861.

89. Hiraoka, Y., Agard, D.A., and Sedat, J.W. (1990). Temporal and spatial

coordination of chromosome movement, spindle formation, and nuclear

envelope breakdown during prometaphase in Drosophila melanogaster

embryos. J. Cell Biol. 111, 2815–2828.

90. Oegema, K., Marshall, W.F., Sedat, J.W., and Alberts, B.M. (1997). Two

proteins that cycle asynchronously between centrosomes and nuclear

structures: Drosophila CP60 and CP190. J. Cell Sci. 110, 1573–1583.

91. Deuring, R., Fanti, L., Armstrong, J.A., Sarte, M., Papoulas, O., Prestel,

M., Daubresse, G., Verardo, M., Moseley, S.L., Berloco, M., et al.

(2000). The ISWI chromatin-remodeling protein is required for gene

expression and the maintenance of higher order chromatin structure

in vivo. Mol. Cell 5, 355–365.

92. Gurudatta, B.V., Yang, J., Van Bortle, K., Donlin-Asp, P.G., and Corces,

V.G. (2013). Dynamic changes in the genomic localization of DNA replica-

tion-related element binding factor during the cell cycle. Cell Cycle 12,

1605–1615.

93. Belmont, A.S., Sedat, J.W., and Agard, D.A. (1987). A three-dimensional

approach to mitotic chromosome structure: evidence for a complex hier-

archical organization. J. Cell Biol. 105, 77–92. https://doi.org/10.1083/

jcb.105.1.77.

94. Keeney, S., and Kleckner, N. (1996). Communication between homolo-

gous chromosomes: genetic alterations at a nuclease-hypersensitive

site can alter mitotic chromatin structure at that site both in cis and in

trans. Genes Cells 1, 475–489.

95. Sexton, T., Yaffe, E., Kenigsberg, E., Bantignies, F., Leblanc, B., Hoich-

man, M., Parrinello, H., Tanay, A., and Cavalli, G. (2012). Three-dimen-

sional folding and functional organization principles of the Drosophila

genome. Cell 148, 458–472.

96. Nigg, E.A. (2001). Mitotic kinases as regulators of cell division and its

checkpoints. Nat. Rev. Mol. Cell Biol. 2, 21–32.

97. Li, H., and Durbin, R. (2009). Fast and accurate short read alignment with

Burrows-Wheeler transform. Bioinformatics 25, 1754–1760.

98. Open2C; Abdennur, N., Fudenberg, G., Flyamer, I.M., Galitsyna, A.A.,

Goloborodko, A., Imakaev, M., and Venev, S.V. (2024). Pairtools: From

sequencing data to chromosome contacts. PLoS Comput. Biol. 20,

e1012164.

99. Lee, S., Bakker, C.R., Vitzthum, C., Alver, B.H., and Park, P.J. (2022).

Pairs and Pairix: a file format and a tool for efficient storage and retrieval

for Hi-C read pairs. Bioinformatics 38, 1729–1731.

100. Abdennur, N., and Mirny, L.A. (2020). Cooler: scalable storage for Hi-C

data and other genomically labeled arrays. Bioinformatics 36, 311–316.

101. Open2C; Abdennur, N., Abraham, S., Fudenberg, G., Flyamer, I.M., Ga-

litsyna, A.A., Goloborodko, A., Imakaev, M., Oksuz, B.A., Venev, S.V.,

and Xiao, Y. (2024). Cooltools: Enabling high-resolution Hi-C analysis in

Python. PLoS Comput. Biol. 20, e1012067.

102. Ursu, O., Boley, N., Taranova, M., Wang, Y.X.R., Yardimci, G.G., Stafford

Noble, W., and Kundaje, A. (2018). GenomeDISCO: a concordance score

for chromosome conformation capture experiments using random walks

on contact map graphs. Bioinformatics 34, 2701–2707.

103. Xu, W., Zhong, Q., Lin, D., Zuo, Y., Dai, J., Li, G., and Cao, G. (2021).

CoolBox: a flexible toolkit for visual analysis of genomics data. BMC Bio-

inf. 22, 489.
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EXPERIMENTAL MODEL AND SUBJECT DETAILS

Fly husbandry

Stocks were maintained in a 25◦C incubator with 12/12 light/dark cycle on standard cornmeal medium. All staged embryos from this

study were collected from the wild-type y1w67c23 control line. The Drosophila virilis stock was obtained from the National Drosophila

Species Stock Center (SKU: 15010-1051.52, originally from the U.S.S.R).

Embryo collection

Embryos were collected on yeasted apple juice plates in population cages. For nc1-8 embryos, plates were changed every 30 min,

and subjected to immediate fixation (see below). For nc14 embryos, plates were laid for 1 h, then collected, incubated for 2 h at

25◦C, and subjected to fixation. For stage 10–12 embryos, plates were laid for 2 h, incubated for 6 h at 25◦C, and subjected to

fixation.

METHOD DETAILS

Embryo fixation

Embryos were collected in nylon mesh sieves, dechorionated for 2 min in 3% sodium hypochlorite, rinsed with deionized water, and

transferred to glass vials containing 5 mL PBST (0.1% Triton X- in PBS), 7.5 mL N-heptane, and 1.5 mL fresh 16% formaldehyde.

Crosslinking was carried out at room temperature for exactly 15 min on an orbital shaker at 250 rpm, followed by addition of

3.7 mL 2M Tris-HCl pH7.5 and shaking for 5 min to quench the reaction. Embryos were washed twice with 15 mL PBST and stored

at 4◦C in PBST while additional rounds of embryo collections were done. Following initial fixation with formaldehyde, fixed embryos

were combined and subject to secondary crosslinking.

For the secondary fixation, all collections from the same day were combined, and crosslinked in 10mL of freshly prepared 3mM

final DSG and EGS in PBST for 45 min at room temperature with passive mixing. The reaction was quenched by addition of

3.7mL of 2M Tris-HCl pH7.5 for 5 min, washed twice with PBST, and contents were transferred to a clear dish for sorting.

Embryo sorting

Embryos were sorted by mouth pipetting visually confirmed embryos of the correct stage under a dissection microscope into a 1.5mL

Eppendorf tube. In particular, nc1-8 embryos were collected by positive selection twice, using the visual marker of no nuclei having

migrated to the cortex. For each biological replicate in a given stage, 500 embryos of nc1-8 were collected, 300 embryos for nc14,

and 100 embryos for s10-12. Embryos were briefly spun down, and PBST was removed. Finally, samples were snap frozen with liquid

nitrogen and stored at − 80◦C until Micro-C library preparation.

Mitotic embryo collection

For mitotic embryos, plates were laid for 1 h, collected, and incubated for 1 h at 25◦C. Embryos were fixed in 1% formaldehyde in

PBS, not PBST, for 15 min at room temperature shaking at 250 rpm. The lower layer was removed to stop the reaction, and then ice-

cold methanol was added in 1:1 ratio to the remaining solution containing embryos. The solution was vortexed for 2 min, and the

embryos were allowed to sink to the bottom. The remaining solution was removed and embryos were washed two times in methanol.

Embryos were then resuspended in PBST and allowed to rehydrate for at least an hour, and stored at 4◦C until all embryos were

collected. Embryos were then stained with anti-phospho-Histone H3 (Ser10) antibody (Cell Signaling #9701) at a dilution 1:200 over-

night at 4◦C. Anti-mouse Alexa 488-conjugated (Life technologies, A21202) was used as a secondary antibody at a dilution 1:500,

stained for 2 h at room temperature. All stainings were conducted in PBST with 3% BSA, and embryos were washed three times

for 5 min in between stains. Finally, embryos were isolated by mouth pipetting for positively stained embryos under a fluorescent

stereoscope. 300 embryos were collected for each biological replicate. Crosslinking was performed as normal, and samples were

snap frozen and stored at − 80◦C until Micro-C library preparation.

Drosophila virilis embryo collection

Drosophila virilis embryos were prepared in the same manner as D. melanogaster embryos, but with the following differences. D. virilis

flies were reluctant to lay eggs on fresh yeasted apple juice plates, so we extended laying time to an overnight collection of approx-

imately 12 h. Aside from removing larvae, we made no attempt at sorting the D. virilis embryos.

Continued
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Micro-C library preparation

Micro-C libraries were prepared as previously described.16 Libraries were barcoded, pooled, and subjected to paired-end

sequencing on an Illumina Novaseq S1 100 nt Flowcell (read length 50 bases per mate, 6-base index read).

Micro-C data processing

Micro-C data for D. melanogaster were aligned to the Berkeley Drosophila Genome Project (BDGP) Release 6 reference assembly117

with BWA-MEM97 using parameters -S -P − 5 -M. The resultant BAM files were parsed, sorted, de-duplicated, filtered, and split with

pairtools (https://github.com/mirnylab/pairtools). We removed pairs where only half of the pair could be mapped, or where the MAPQ

score was less than three. The resultant files were indexed with pairix (https://github.com/4dn-dcic/pairix). Using Cooler,100 we

generated contact matrices for individual replicates (Table S1) at 10kb resolution, and analyzed the similarity of these contact

matrices with GenomeDISCO.102 The pairs files for individual replicates were merged with pairtools, and then used to generate con-

tact matrices at 100bp resolution with Cooler. Finally, balancing and mcool file generation was performed using Cooler’s zoomify

tool. All processing pipelines were automated with Snakemake.104 Visualizations of Micro-C maps were produced with CoolBox.103

Cis-interacting read coverage was calculated using cooltools101 at 100bp resolution.

ChIP-seq data processing

All ChIP-seq data (Table S3) were downloaded as FASTQ files from the Sequence Read Archive (SRA). After downloading the FASTQ

files, we then filtered and clipped the reads using TrimGalore (https://www.bioinformatics.babraham.ac.uk/projects/trim_galore/).105

Trimmed reads were aligned to the BDGP Release 6 reference assembly using BWA-MEM97 with its default parameters. The resul-

tant BAM files were sorted and indexed using SAMtools,118 and filtered to remove unaligned reads, non-primary alignments, and

supplementary alignments. Duplicate reads were removed from the BAM files using Picard Tools (https://broadinstitute.github.io/

picard/).106 We merged de-duplicated BAMs from individual experiments with matching genotypes and experimental conditions.

For each of the merged BAM files, we calculated the genome-wide enrichment over matching control samples using MACS2.107

Peaks were called by MACS2 using an effective genome size of 1.2×108, the nomodel option, zero shift, a pp-value cutoff of

1× 10− 2, and no additional duplicate read filtering. Fragment length for peak calling was identified with MACS2’s predictd command

using a fold-enrichment range of 3–50.

QUANTIFICATION AND STATISTICAL ANALYSIS

Chromatin boundary identification

We calculated genome-wide normalized insulation scores and called insulatory chromatin boundaries using FAN-C.108 Bound-

aries were called using a 400 bp bin size, a window size of 16, and a delta value of three. The resultant boundaries were filtered

to retain only those with a boundary score of at least one. Note that even if a boundary did not meet our boundary strength

threshold in all three stages, we still quantified its strength in all stages so long as it met the strength threshold in at least one stage.

We removed boundaries that overlapped ENCODE V2 blacklist sites.119 To enable cross-stage comparisons of boundaries, we

also removed boundaries that fell within 1.2kb of an empty bin in any of the biological stages so as to ensure fair comparisons.

If boundary strength could not be calculated in a stage due to missing data (n = 145), then its strength for that stage was set to

NaN and not included in calculations.

Chromatin loop identification

We used Mustache109 to perform genome-wide loop-calling for D. melanogaster embryos in the three primary stages (Table S2) at

800 bp resolution. Micro-C reads were downsampled using cooltools101 to avoid depth-dependent differences in loop detection

sensitivity. We further merged all biological replicates into one high-depth sample, and called loops on this merged dataset to pro-

duce a loop atlas that could be quantified across all three stages. Loops were called using Mustache with the following parameters:

r = 800, p = 0.01, st = 0.85, and sz = 1. Adjacent loops were combined to avoid over-counting individual looping events. These

collapsed loops were shifted to the pixel with the highest ratio of observed and expected counts in the merged sample. Finally,

loop anchors were extended by 800 bp on either side.

Differential analysis of chromatin looping

Using the loop atlas described above, we aggregated read counts for each loop for each replicate (n = 2) in all conditions. Next, we

used DESeq2110 to identify loops that varied significantly in intensity across stages. Differences in the distance-decay curve between

conditions meant that applying a single size factor to normalize read counts would be inappropriate and could lead to a distance bias

across conditions. Instead, for each loop, we calculated the expected Hi-C contact frequency for all contacts of the same distance for

each replicate. We then passed these in as normalization factors to DESeq2. Therefore, each loop is normalized according to the

expected contact for all other contacts of a similar distance for that replicate. We then ran DESeq2 as normal. DESeq2 adjusts

the read count for each loop in each condition for these normalization factors, correcting for both the sample-specific distance-decay

and sequencing depth.
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Differential analysis of boundaries

Differential boundaries were calculated by calculating the Log2(fold change) in boundary strength between different conditions.

Boundaries with an LFC >0.4 were considered higher in one condition than another. This calculation was performed for all pairs

of conditions.

Micro-C contact map pileup analysis

To visualize trends in the contact frequency matrix near structures of interest (e.g., boundaries from a given cluster, loop foci), we

plotted the mean contact frequency of 20 kb × 20 kb submatrices centered on each structure. Pixels were normalized based on

the expected read count for their distance from the genome-wide diagonal. To enable visual comparisons between the pileups

and prevent individual pileups from being dominated by only a few high-signal sites, we divided each sub-matrix by its mean intensity

before taking the pixel-wise mean of the submatrices.

Construction of the chromatin structuring element atlas

Although loops and boundaries were identified in different manners, we identified significant overlap between the two classes early in

the study. To allow comparisons both between and across these two classes of CSEs, we produced a unified atlas of CSEs. We first

generated a minimal set of boundaries by merging adjacent or overlapping boundaries in the original boundary atlas. Merged bound-

aries were clipped down to their center 400 bp. We also generated a minimal set of loop anchors by merging adjacent or overlapping

loop anchors found in the original loop atlas. Merged loop anchors were then clipped down to their center 800 bp. Loop anchors were

then assigned to boundaries within 2400 bp. If there were multiple boundaries within 2400 bp of a loop anchor, we assigned the loop

anchor to the closest boundary. For the three loop anchors with more than one equidistant boundary within this range, we assigned

the boundary at random. Finally, all 4351 merged CSEs in the final atlas were clipped down to 800 bp intervals.

For a given CSE, the stage-specific boundary strength was calculated using the strongest stage-specific boundary score within

1 kb of the CSE’s center. To mitigate subtle shifts (e.g., <1kb) in boundary positions over time and boundaries that show large dif-

ferences in strength across stages, the strongest stage-specific boundary score for each CSE was identified using a set of bound-

aries that had not been filtered based on their boundary strength (i.e., but that had been filtered based on ENCODE v2 Blacklist sites

and coverage). Thus, while the CSE positions must either be a loop anchor or a boundary that meets our strength thresholds in at least

one stage, the stage-specific presence and boundary strength of those CSEs can be more subtle or even below this threshold.

Indeed, 910 of our 1588 loop anchors in the CSE atlas overlapped a boundary from our original boundary atlas, and 488 of the re-

maining 678 loop anchors in the CSE atlas overlapped a subthreshold boundary.

Clustering analysis of the chromatin structuring element atlas

To identify sub-classes of CSEs associated with distinct regulatory signals, we clustered our atlas of CSEs using existing ChIP-seq

data from D. melanogaster embryos and cell lines. First, we extracted the mean signal of each ChIP-seq experiment at each CSE

location. In specific, the ChIP-seq signal at each CSE was measured with a normalized enrichment value XNORM,

XNORM = log2

(
X

μX

+ 1

)

where X is the fold enrichment of the ChIP-seq experiment relative to the control experiment at a given location, and μX is the genome-

wide average of said fold enrichment. Prior to clustering, we also standardized these values and performed principal components

analysis (PCA). Clustering was then performed on the first 67 principal components, which cumulatively explained at least 95% of

the variance in the data. Clusters of chromatin structures were identified via Leiden clustering53 of the Euclidean K-nearest neighbors

graph (K = 1500).

Genomic annotation analysis

Genome annotations for D. melanogaster were downloaded from FlyBase (r6.39).120 Enhancer annotations were sourced from pre-

viously published STARR-seq experiments121 and the VT enhancer catalog.122 We identified all annotations that fell within a 2.8kb

region centered at the middle of the CSE (i.e., less than 1kb from a given 800bp CSE). The gene list for localized patterning was down-

loaded from Levo et al. 2022.12 Housekeeping genes were annotated as described in Ing-Simmons et al. 2021.48 We tested for as-

sociations between clusters of CSEs and specific annotations with a two-sided Bonferroni-corrected Fisher’s exact test. That is, we

tested if there is an association between whether a CSE belongs to a specific cluster, and whether it falls within 1kb of a given anno-

tation. Specifically, we ran Fisher’s exact test on the following contingency table for boundaries of Cluster ‘‘X’’.

Cluster X boundaries in annotation Non-cluster X boundaries in annotation

Cluster X boundaries not in annotation Non-cluster X boundaries not in annotation
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Gene ontology term analysis

We downloaded gene ontology (GO) term annotations for D. melanogaster genes (FlyBase r6.39) from FlyBase (FB2021_03 release).

For a given cluster of CSEs, genes were considered ‘‘proximal’’ genes if they fell within a 10.8kb region centered around each CSE in

said cluster. All other genes were considered ‘‘distal’’ for said cluster. To identify significant associations between CSE clusters and

the sets of proximal genes annotated with a given GO term, we used the one-sided Fisher’s exact test with the EASE score modi-

fication.123 A test result was considered significant if its Bonferroni-corrected pp-value was less than 1 × 10− 4. Finally, we used Re-

vigo124 to compress the set of significant GO terms for each cluster into a set of non-redundant GO terms.

Gene expression analysis

We downloaded the ModENCODE125 developmental RNA-seq dataset from the FlyBase precomputed file database (FB2021_03

release). We imputed missing values with the mean expression level in the corresponding experiment. Since there were M = 128 total

experiments, imputation was done only for 27 genes out of all 13,952 genes, and only 3 out of 2322 genes overlapping CSEs. To

normalize expression data from different experiments, we used quantile normalization (https://github.com/Maarten-vd-Sande/

qnorm)111 and added a pseudocount of one. For all subsequent analysis, we used the log10-transformed ratio of gene expression

to sample-wise mean expression value. To match genetic cis-regulatory logic to clusters of CSEs, we identified the set of genes

that overlapped or nearly overlapped individual CSEs in that cluster. A gene was considered to be flanking a CSE if it fell within a

2.8kb region centered on the middle of the CSE. In this analysis, for a CSE cluster, we averaged the expression of all genes asso-

ciated with these CSEs. If a gene was associated with CSEs from different clusters, we considered the expression of this gene

for each of these clusters. If a gene overlapped multiple CSEs from the same cluster, we only included it once when calculating

gene expression for that cluster.

Statistical analysis of loop anchor preferences

To determine loop anchor pairing preferences between clusters, we performed a Bonferroni-corrected two-sided Fisher’s exact test.

In specific, to test for an association between loop anchors in clusters I and J we have a typical contingency table.

Where:

A = {observed loops with one loop anchor in I and one in J}.

B = {observed loops that are not between elements of I and J}.

C = {unobserved loops between elements of I and J}.

D = {unobserved loops that are not between elements of I and J}.

Note that the number of unobserved loops is calculated based on the number of total possible cis loops, which we calculate on a

chromosome-by-chromosome basis (i.e.,
N(N − 1)

2
where N is the number of loop anchors on a single chromosome).

MNase nucleosomal coverage analysis

One-dimensional MNase signal was calculated from Micro-C data as described previously78 with minor modifications. First, all read

pairs from the (+, +) orientations were considered. Then, all read pairs with a genomic distance <120bp were discarded since they

represented nucleosome-free regions. Then, all reads were shifted by 73 base pairs to account for nucleosomal overlap positioning.

Next, the MNase coverage of each genomic position was calculated as the number of reads whose 5′ position aligned to that

genomic position. MNase coverage was then smoothed with a 1D Gaussian filter with sigma = 40. For 2D MNase heatmaps, plots

were smoothed with a 2D Gaussian filter using sigma = 8 to improve ease of visualization.

Drosophila virilis Micro-C data processing

Micro-C data for D. virilis were aligned to the ASM798932v2 reference assembly126 as described above. We called boundaries in the

D. virilis data using the same approach we used for D. melanogaster. We retained D. virilis boundaries with a strength greater than

one. Gene annotations for the D. virilis genome were mapped to ASM798932v2 with Liftoff 1.6.3.112 We utilized a previously submit-

ted version of the Drosophila virilis genome DvirRS2127 and its annotations for that reference. Liftoff was run using the default param-

eters. The chain file mapping between loci in BDGP6 and ASM798932v2 was produced using whole-genome pairwise alignments

(https://github.com/hillerlab/make_lastz_chains).113

|A| |B|

|C| |D|W
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Boundary similarity analysis

We checked for sequence similarity of boundaries by using BLASTN114 with default parameters to search for aligning sequences in

the genome of D. virilis. Sequences that did not return hits were labeled as ‘‘not conserved’’. If BLASTN identified hits for a given

boundary in D. virilis, we checked if any of these hits fell within 1kb of a boundary in the D. virilis genome to determine if both the

sequence and structure of the boundary were conserved in D. virilis. To test whether different clusters of boundaries were enriched

or depleted for different similarity statuses, we used the Bonferroni-corrected two-sided Fisher’s exact test. Specifically, we tested

for whether there was an association between boundaries in a single cluster and between a single annotation status (i.e., not

conserved, only sequence conserved, and both sequence and function conserved).

Motif analysis

Motifs were called jointly on all boundaries and loop anchors using the FIMO tool115 from MEME-suite with default parameters and

the JASPAR 2022 CORE insect database (https://jaspar.genereg.net/downloads/). Conservation scores for motifs were calculated

by averaging PhyloP27 scores77 for all motif instances overlapping ATAC-seq peaks in CSEs.
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Figure S1: Summary of sequencing data and boundaries, related to Figure 1. (A) Replicate-wise 

GenomeDISCO similarity scores. Rows and columns are hierarchically clustered with complete linkage. (B) 

Empirical cumulative distribution functions (ECDF) of cis-interacting read coverage for all 100 bp bins. For this 

analysis, the genome was split into consecutive 100 bp bins. Bin coverage corresponds to the number of reads 

aligning to each bin, and the Y axis is the fraction of bins with at least that many reads. For comparison, we show 

ECDFs for the previously published Hi-C datasets (Ogiyama et al. 20181). (C) Matrix showing Spearman’s rank 

correlation in insulation scores from each sample. Insulation score is calculated as the depletion of contacts 

spanning a locus (Methods). Correlation was calculated based on 10M random locations in the genome. Rows 

and columns are hierarchically clustered with complete linkage. (D) Schematic of CSE merging protocol. (E) 

Profile heatmaps of insulation scores at all CSEs. Insulation scores are shown for nc1-8 (left), nc14 (middle), and 

s10-12 (right). For each class of CSE, rows are sorted by average signal in the center 3.2 kb. Boundaries that 

overlapped loop anchors were stronger than the rest (Bonferroni-corrected one-sided Mann-Whitney U test, Pnc1-

8=6×10-4, Pnc14=4×10-9, Ps10-12=1×10-16, n=3673). (F) Contact map pileups for Micro-C boundary locations 

identified in this study, but using the previously published Hi-C contact frequency data (Hug et al. 20172). 

Separate pileups are shown for nc12, nc13, nc14, and 3-4hr. The bin width is 5 kb. (G) Contact map pileups for 

our boundary locations, but using the previously published Hi-C contact frequency data (Ogiyama et al. 20181). 

Separate pileups are shown for nc1-8, nc9-13, early nc14, and late nc14. The bin width is 3.2 kb.  

  



 

 

 

 
Figure S2: Identification and pileups of differential boundaries and loops, related to Figure 1. (A) 

Differential boundaries between conditions identified through changes in boundary score (LFC boundary score 

> .4 or < -.4; boundary score scaled by 1000). (B) Pileup of differential boundaries between all pairs of 

conditions. (C) Correlation of O/E scores at loop anchors in all sample replicates. O/E scores were Z-

normalized by column. (D) Pileup of differential loops called between all pairs of conditions. n, the number of 

differential boundaries or loops. 
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Figure S3: Plots of representative loops based on differential testing results, related to Figure 1. (A) A loop 

that increases in strength from nc14 to s10-12. (B) A loop that increases in strength from nc1-8 to s10-12. (C) A 
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loop that decreases in strength from nc1-8 to s10-12. (D) A loop that increases in strength from nc1-8 to nc14. 

(E) A loop that increases in strength from nc1-8 to nc14. (F) A loop that decreases in strength from nc1-8 to nc14.  



 

 

 

Figure S4: Characterization of ChIP-seq data at CSEs, related to Figure 2. (A) Heatmap of ChIP-seq data 

at CSEs for all 149 ChIP-seq tracks, grouped by CSE cluster. (B) Fraction of either all TF peaks or the strongest 

10% of TF peaks overlapping boundaries.  
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Figure S5: Cluster-specific differences in chromatin structures, related to Figure 2. (A) Boxplots 

summarizing boundary strength according to cluster. Bonferroni-corrected two-sided Mann-Whitney U test was 
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used to detect significant differences between clusters. Bonferroni-corrected two-sided Wilcoxon signed-rank test 

was used to detect significant changes over time within clusters. All comparisons were significant (P<0.05) unless 

marked N.S. above the boxplots. (B) Contact map pileups for boundaries, broken down by cluster. Contact maps 

are shown for nc1-8 (left column), nc14 (middle column), and s10-12 (right column). Note the slight light band 

in the upper diagonal of Cluster 2 boundaries. (C) Contact map pileups for loop foci, broken down by cluster. 

Contact maps are shown for nc1-8 (left column), nc14 (middle column), and s10-12 (right column). (D) Volcano 

plots showing enrichment for specific types of contacts for different cluster-to-cluster loop anchor pairings (e.g. 

loops between cluster 3 and itself are enriched for enhancer-promoter loops). Pairings that are depleted for a 

certain kind of contact are plotted in red. Pairings that are enriched are plotted in black. Note that some enhancers 

fall near or within promoters, and so some loops may be counted more than once among the three categories of 

contacts. (E) Heatmap of the mean genomic distance between loops in base pairs. (F) Hi-C signal (observed 

divided by expected) at loops between all pairs of clusters. Significance is demarcated by outlines (FDR < .05; 

Wilcoxon rank-sum test with Benjamini-Hochberg correction). (G) Heatmap plotting the cluster identities for 

pairs of adjacent boundaries. Enrichment of boundary pairs such as (3, 3) was observed, suggesting that Cluster 

3 boundaries tend to co-occur in genomic coordinates. Enrichment was calculated relative to the null distribution 

consisting of random, rather than adjacent, boundary pairs. All comparisons were significant (FDR < .05; 

Permutation test with Benjamini-Hochberg correction). 

  



 

 

 

 
Figure S6: Overview of GAF and chromatin accessibility, related to Figure 4. (A) Genome browser view of 

the Pxd locus. Micro-C contact frequency maps from the nc1-8 (top), nc14 (middle), and s10-12 (bottom) are 

shown alongside ChIP-seq data. Note the number of genes linked to housekeeping functions such as transcription, 

splicing, and core metabolism (e.g. Sf3a1, Irc, AdSL, Trm7-32, Patr-1). Loop anchors are highlighted with gray 

for visibility. (B) Boxplots showing the z-score normalized ChIP-seq signal for GAF (2-4hr). For every cluster, 

loop anchors and loop anchors that overlapped boundaries exhibited elevated levels of GAF compared to 

boundaries that did not also function as loop anchors. (*) P < 0.05, Bonferroni-corrected two-sided Mann-Whitney 

U test). (C) Boxplots summarizing the chromatin accessibility at CSEs in each cluster. Accessibility for a given 

CSEs was quantified as the level of ATAC-seq signal in a 1 kb region centered around that CSE. ATAC-seq data 
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were sourced from (Blythe and Wieschaus 2016). Accessibility was recorded in 3 minute intervals from the 

beginning of nc11 to the end of nc13. Dark gray vertical bands indicate samples taken during mitosis. (D) CSE 

clusters for loop anchors associated with loops that are differential between nc14 relative and s10-12 or nc1-8. 

(*) FDR < 0.05, Fisher’s exact test with Benjamini-Hochberg correction.  



 

 

 

 
Figure S7: MNase coverage at CSEs and TSSs reveals patterns of TF binding and regulation, related to 

Figure 5. (A) MNase coverage at nc14 for CSE Clusters, split by whether they overlap a loop anchor or not. Gray 

outline represents ±SEM. (B) MNase coverage at s10-12 for CSE Clusters, split by whether they overlap a loop 
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anchor or not. Gray outline represents ±SEM. (C) H3 ChIP-seq density at nc14 for CSE Clusters, split by whether 

they overlap a loop anchor or not. Gray outline represents ±SEM. (D) LFC of ChIP-seq signal between CSEs 

annotated as loop anchors and CSEs annotated only as boundaries. (E) (Top row) Zelda ChIP-seq signal at Zelda 

peaks, split into quintiles by Zelda binding. (Second-fourth rows) MNase coverage in nc1-8, nc14, and s10-12 at 

Zelda peaks, split into quintiles by Zelda binding. (F) Fraction of TSSs overlapping a Cluster 3 loop anchor (top) 

or a Cluster 3 CSE (bottom). The bars represent two groups of TSSs: either TSSs with top 5% of GAF binding 

(the blue cluster in panel B), or all other TSSs. (G) RNA-seq over developmental time for TSSs near CSEs. TSSs 

with top 5% of GAF binding are plotted in a solid line and all other TSSs in the same CSE cluster are plotted in 

a dashed line. Gray outline represents ±SEM. (H) MNase coverage at nc1-8 at all TSSs, sorted by GAF binding 

at the TSS. Clusters represent top 5%, 5-10%, 10-40%, and bottom 60% TSSs as ordered by the GAF binding 

strength. 

 

 

 

  



 

 

 

 

 
Figure S8: Summary of Mitotic Micro-C data, related to Figure 6. (A) Contact frequency maps for the nc12M 

and nc14v2 samples. The top row shows maps for the whole genome, and the bottom row contains maps for just 

Chromosome 2L. (B) Contact frequency decay curves for the nc12M and nc14v2 samples. (C) Boxplots showing 

the mitotic stability of boundaries based on the number of motifs that occur within the individual boundary. (*) 

P<0.05, Bonferroni-corrected two-sided Mann-Whitney U test. (D) Contact map pileups for boundaries, divided 

down by cluster. Contact maps are shown for the nc12M sample (left column) and nc14v2 sample (right column). 

Note the slight band in the upper diagonal of cluster 2 boundaries. (E) CSE clusters for loop anchors associated 

with loops that are differential between nc14 relative and s10-12 or nc1-8. (*) FDR < 0.05, Fisher’s exact test 

with Benjamini-Hochberg correction. (F) Contact map pileups for loop foci, broken down by cluster. Contact 
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maps are shown for nc12M (left column) and nc14v2 (right column). (G) Fraction of GAF peaks overlapping 

CSEs, split by whether the GAF peaks are mitotic or interphase-only. Statistical enrichment was calculated using 

Fisher’s exact test, (***; p < 1e-4). (H) CSE Cluster composition for mitotic or interphase-only GAF peaks that 

overlap CSEs. Statistical enrichment was calculated using Fisher’s exact test (*; p < .05). 
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